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Abstract

The Dialdoc23 shared task presents a Multilin-
gual Document-Grounded Dialogue Systems
(MDGDS) challenge, where system responses
are generated in multiple languages using user’s
queries, historical dialogue records and relevant
passages. A major challenge for this task is the
limited training data available in low-resource
languages such as French and Vietnamese.
In this paper, we propose Cascaded Prompt-
based Post-training Models, dividing the task
into three subtasks: Retrieval, Reranking and
Generation. We conduct post-training on high-
resource language such as English and Chinese
to enhance performance of low-resource lan-
guages by using the similarities of languages.
Additionally, we utilize the prompt method to
activate model’s ability on diverse languages
within the dialogue domain and explore which
prompt is a good prompt. Our comprehensive
experiments demonstrate the effectiveness of
our proposed methods, which achieved the first
place on the leaderboard with a total score
of 215.40 in token-level F1, SacreBleu, and
Rouge-L metrics.

1 Introduction

Document-Grounded Dialogue Systems (DGDS)
have emerged as a research focus in the natural
language processing field. They leverage docu-
ments to provide targeted information for special-
ized tasks such as question answering and rec-
ommendations (Chen et al., 2019; Rashkin et al.,
2021). These systems ensure accuracy and reliabil-
ity by leveraging comprehensive knowledge bases
while enhancing real-time responsiveness and in-
formation retrieval efficiency (Gao et al., 2022).
Additionally, they can accommodate the expand-
ing scalability of new documents and knowledge
sources (Rashkin et al., 2021). Nonetheless, these
systems encounter challenges when operating with
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low-resource languages, including limited training
data (Dabre et al., 2019; Gritta et al., 2022), and
significant disparities in grammar, vocabulary, and
semantics across languages (Artetxe et al., 2017).
To address these challenges, researchers are de-
veloping multilingual approaches to improve the
performance of low-resource languages in DGDS.

The DialDoc23 shared task introduces training
and evaluation datasets for MDGDS in Vietnamese
and French. The training dataset comprises three
distinct components: query, passage, and response.
Additionally, the dataset includes a set of docu-
ments for retrieval. The query combines the his-
torical dialogue with the current inquiry. During
inference, the intelligent agent retrieves the most
relevant document from the document set based on
the query and generates a response. Notably, this
task focuses on low-resource languages, setting it
apart from previous tasks.

In this paper, we propose cascaded prompt-based
post-training models to solve MDGDS challenge.
As inspried by Re2G (Glass et al., 2022) frame-
work, our approach tackles the overall task by di-
viding it into three subtasks: Retrieval, Rerank-
ing, and Generation, with parallel training and se-
quential inference. As illustrated in Figure 1, the
retrieval step identifies top k relevant passages,
followed by reranking to select the most relevant
passage, and in generation step the query and pas-
sage information are incorporated to generate the
final response. To enhance the performance of re-
trieval and generation in low-resource languages
such as French and Vietnamese, we conduct post-
training on high-resource languages such as En-
glish and Chinese to learn language similarities.
Additionally, we activate the models’ capabilities
in diverse languages within the dialogue domain by
employing the prompt method. Besides, We em-
ploy domain loss function to align the domain of
the query and passage during retrieval training.
We conducted comprehensive experiments on the
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Figure 1: The framework comprises three main stages: (1) Retrieval Stage, which retrieves the top k relevant passages
based on a dialogue context. (2) Reranking Stage, which reranks the top k retrieved passages to find the candidate
passage. (3) Generation Stage, which generates a system response using user’s query, historical dialogue, selected
passage, and language prompts.

DialDoc23 shared task, which demonstrated the
effectiveness of our proposed methods and resulted
in the first place position in the competition.

2 Related Works

2.1 Document Grounded Dialogue Systems

In recent years, substantial advances have been
made in DGDS, facilitated by high-quality anno-
tated datasets like SQuAD 2.0 (Rajpurkar et al.,
2018), CoQA (Reddy et al., 2019), and Mul-
tiDoc2Dial (Feng et al., 2021). Retrieval-and-
Generation is a typical framework for implement-
ing DGDS. The framework comprises two sequen-
tial stages: (i) retrieving relevant passages from
knowledge bases, and (ii) generating responses
based on the retrieved passages and users’ input. To
improve knowledge retrieval, scholars have pro-
posed a variety of approaches such as learning
sentence embeddings from dialogue (Liu et al.,
2022, 2021a), adding a reranker after retriever
retrieval (Re2G) (Glass et al., 2022), and using
priori and posteriori knowledge selection (Chen
et al., 2020). As for generation, recent studies have
also introduced new techniques, such as improv-
ing dialogue generation via proactively querying
grounded knowledge (Zhao et al., 2022) and lever-
aging fusion-in-decoder (FiD) (Izacard and Grave,
2021).

2.2 Multilingual Dialogue Generation

Multilingual dialogue is a new research topic in
DGDS, aiming for high-quality and fluent com-
munication across different languages. Pre-trained
language models have the benefit of automatically
learning similarities between languages and en-
abling unsupervised learning to improve perfor-
mance in conversations across different languages.
Models such as XLM-RoBERTa (Conneau et al.,
2019), InfoXLM (Chi et al., 2020), mT5 (Xue et al.,
2020), and mBART (Tang et al., 2020), can assist
in implementing multilingual transfer learning to
improve the performance and fluency of multilin-
gual conversations. However, despite recent tech-
nological advancements(Ma et al., 2022), multi-
lingual dialogues continue to face challenges. In
particular, the lack of training data for many of the
world’s languages, especially those with limited
resources and research, has significantly impeded
the development of multilingual dialogue gener-
ation(Majewska et al., 2023). In order to combat
the aforementioned challenges, our model lever-
ages the similarities between language structures
to augment post-training data, while incorporating
prompt techniques to enhance language compre-
hension.



3 Method

The proposed method consists of three main stages:
retrieval, reranking, and generation, as depicted
Figure 1. Using contrast learning techniques, the
retrieval step efficiently identifies top k relevant
passages, followed by reranking to select the most
pertinent passage. In the generation step, the query
and passage information are incorporated to gen-
erate the final response. Each step is described in
detail in the following section.

3.1 Passage Retrieval

Passage retrieval constitutes a fundamental
component of MDGDS. Given the historical
dialogue records {u1, u2..., uT−1} and the user
turn uT , the passage retrieval identify the top-k
relevant passages from a given document set
P = {p1, p2, ..., pM}.

Retriever For efficient passage retrieval, we im-
plement a Bi-encoder architecture to encode the
dialogue context and passages independently, as
described in Zhang et al. (2023). Further, we
leverage two InfoXLM cross-lingual models to de-
rive semantic representations. During the inference
phase, we regard the input dialogue context C as
the search query and retrieve the top-k passages
from the document set based on dot product sim-
ilarity. In the training stage, each training sample
consist of three attributes: the dialogue context,
relevant passage, and non-relevant passage. In a
training batch, the positive passage refers to the rel-
evant passage, while the negative passage includes
the non-relevant passage and the other passages in
the batch. The objective function LInfoNCE for the
constrastive learning is formulated as:

L(1)
InfoNCE = − log

exp
(
q · p+/τ

)∑
p∈P± exp (q · p/τ)

(1)

where q and p represent the semantic features of
dialogue context and passage extracted by multilin-
gual models, respectively.

Domain classification The Bi-encoder archi-
tecture has exhibited efficacy in text retrieval.
Nonetheless, the absence of fine-grained supervi-
sion signals might hinder the alignment of seman-
tic features between queries and passages. To sur-
mount this constraint, we suggest incorporating do-
main classification information to guide the repre-

sentation learning of queries and to align the encod-
ing information of both queries and passages, with-
out compromising the Bi-encoder architecture’s ef-
ficiency. Technically, for a given dialogue context
C, we derive its domain label y from the associated
golden passage and employ a linear layer to classify
the dialogue context’s semantic feature accordingly.
We subsequently train the model by minimizing the
cross-entropy loss function Ldomain.

Ldomain = −
d∑

i=1

yi · log(pi) (2)

L = LInfoNCE + αLdomain (3)

where d represent the number of domain set D ,
and pi denote the probability of a given category
i, α is a hyper-parameter weighting the domain
classification loss.

Retrieval Post-training To further address
the low-resource target language problem while
leveraging the cross-lingual pretraining model’s
capabilities, we conducted a post-training on
English and Chinese dialogue datasets for the
same task. Techinically, we utilized the golden
passage of the dialogue as the positive samples and
retrieved the most relevant documents using the
BM25 algorithm from the remaining document set
as negative samples.

3.2 Passage Reranking

Passage reranking is the process of reordering the
top-k highest-scoring passages Cp retrieved in the
previous step, with the aim of improving the proba-
bility of the most relevant passages being retrieved
correctly. To perform the reranking, We employ
XLM-RoBERTalarge as the encoder of the reranker,
following the pipeline developed by (Zhang et al.,
2023). The reranker concatenated the dialogue con-
text C with the candidate passages p ∈ P±, insert-
ing a “<passage>” token between them as a sepa-
rator. The reranker then utilized a contrastive loss
function, known as the InfoNCE loss, to recalculate
the scores of the passages. The highest-scoring pas-
sage is thereafter selected as an input for generation.
The objective function LInfoNCE is formulated as:



S (C|p) = Sigmoid {linear [XLM-R ([C, p])]}

(4)

L(2)
InfoNCE = − log

exp (S (C, p+) /τ)∑
p∈P± exp (S (C, p+) /τ)

(5)

where S (C|p) represents the similarity between the
dialogue context and passage, which is obtained by
applying a Sigmoid activation function and a linear
layer to the output of XLM-RoBERTalarge model,
τ is a temperature factor which is set to 1 in our
experiment. To enhance the model’s generaliza-
tion ability, we apply an ensemble method in which
multiple models receive the input, and the most
relevant passages are voted on separately. Subse-
quently, the passage with the most votes is used as
input for the generation stage.

Although both retrieval and reranking are meth-
ods used to evaluate the relevance of passage and
dialogue context, they differ in the way they under-
stand and score relevance. Retrieval method em-
ploys two encoders to encode the passage and di-
alogue and then calculates the similarity between
them. In contrast, reranking methods prioritize se-
quence structure and semantic information, en-
abling a more profound comprehension of the con-
tent. Due to reranking requires greater computa-
tional resources, it is implemented after retrieval.

3.3 Response Generation
The main objective of response generation is to
present the user with a system response uT+1

that is constructed using the historical dialogue
records {u1, u2, ..., uT−1}, a user turn uT , and the
selected passage p, while ensuring that it blends
skillfully into the ongoing discourse.
We leverage the large pre-trained model
mBARTlarge (Liu et al., 2020) to deal with
multilingual generation task. Our dataset contains
a significantly greater amount of data in English
and Chinese languages compared to French and
Vietnamese. In order to improve the performance
of low-resource languages utilizing data-rich lan-
guages, we employ prompt-based and post-training
techniques.

3.3.1 Input Representation
Language Prompts The prompt method that

aims to make better use of pre-trained knowledge

Language Prompts

En
Answer user questions based on document
content and historical conversations.

Zh 根据文档内容和历史对话回答用户问题。

Fr
Répondre aux questions des utilisateurs sur
la base du contenu des documents et de
l’historique des conversations.

Vi
Trả lời câu hỏi của người dùng dựa trên nội
dung tài liệu và các cuộc hội thoại lịch sử.

Table 1: In-lingual prompts in different languages

has recently been successful in transferring pre-
trained language models (PLMs) to downstream
tasks (Liu et al., 2021b). Some researchers also find
prompts can be effective in multilingual scenar-
ios (Fu et al., 2022b; Huang et al., 2022). We lever-
age prompt techniques to activate model’s capabil-
ity of different languages. As inspired by Fu et al.
(2022b), we design both in-lingual prompts(IP)
and cross-lingual prompts(CP). In-lingual prompts
refer to the prompts where the language used is
identical to the target language. The prompts for
the different languages are listed in Table 1. While
cross-lingual prompts are the prompts templates
which involve using the same language across var-
ious languages. We use Vietnamese prompts as the
unified prompts for all languages.

Input Setting For the input of generation model,
we define our input to a concatenation:

x := [prompt;uT ;uT−1...u1; p] (6)

where prompt, ut, p is the prompt correspond-
ing to the target language, the utterance of turn t,
the chosen passage respectively.

Separator tokens We define several separa-
tor tokens to delimit different components of
the input, as illustrated in Figure 1. We uti-
lize the token <Langs>∈S to correspond with
the target language, where the set S is defined
as S={<En>,<Zh>,<Fr>,<V i>}. We add
<last_turn> before uT to identify the last query,
we utilize <agent> and <user> tokens to spec-
ify historical system responses and user’s utterance,
respectively. <passage> token is added to specify
the selected passage. <s> and </s> tokens are
used to specify the start and the end of generation
tokens.

Type Embedding We use type embedding to
distinguish prompt, query, history and passage as



illustrated in Figure 1. This embedding comprises
of four distinct values.

3.3.2 Training
Training objective Our approach use a

sequence-to-sequence language model to achieve
multilingual generation training. The objective
function is to maximize the log-likelihood of the
output text and is defined as follows:

L = −
|y|∑
i=1

logP (yi | y<i, x; θ) (7)

Where |y| is the number of tokens in the decoded
text, yi is the ith token and y<i is the tokens before
the time step i. Here, x denotes the input of the
model specified by the Equation 6. The symbol θ
represents the set of training parameters.

Generation Post-training The post-training
method is used to transfer knowledge from high-
resource languages to low-resource languages. To
begin with, the model is post-trained on English,
Chinese, French, and Vietnamese with a response
generation task. Here, the French and Vietnamese
data undergo translation from the English language.
The model is then fine-tuned on our target lan-
guages, French and Vietnamese.

R-drop Regularization methods like the dropout
technique are crucial in training a deep neural net-
work as they prevent overfitting and enhance the
generalization ability of deep models. However,
dropout results in a unnegligible inconsistency be-
tween the training and inference stages (Ma et al.,
2016). R-drop (Wu et al., 2021), which allows each
data sample to go through the forward pass twice,
is an effective measure to mitigate this inconsis-
tency. R-Drop forces the two forward pass dis-
tributions for the same data sample outputted by
the different dropout model to be consistent with
each other, through minimizing the bidirectional
Kullback-Leibler(KL) divergence between the two
distributions.

4 Experiments

4.1 Dataset and Evaluation Metrics
We conduct our experiments on DialDoc23 shared
task, which introduces multilingual document-
grounded dialogue dataset in Vietnamese and
French1. This dataset contains 797 dialogues in

1https://modelscope.cn/datasets/DAMO_
ConvAI/FrViDoc2Bot

Vietnamese (3,446 turns), 816 dialogues in French
(3,510 turns), and a corpus of 17272 paragraphs.
Each turn utterance is annotated with a number of
grounding passages and a corresponding response.
And we incorporate additional English and Chinese
datasets for post-training. Vietnamese language
has a significant number of words derived from
Chinese while English and French both belong to
the Indo-European language family. We utilize the
Doc2Bot dataset (Fu et al., 2022a), which com-
prises 5760 turns of dialogue in Chinese, and Mul-
tiDoc2Dial (Feng et al., 2021), containing 26,506
turns of dialogue in English.
The leaderboard evaluation method employs the
token-level F1 score (F1), SacreBLEU (S-BLEU),
and ROUGE-L metrics (Feng et al., 2021).

4.2 Experiment Detail
For the retrieval training stage, we utilized a batch
size of 128 and a learning rate of 1e-4 and 2e-5
for post-training and fine-tuning, respectively. And
retrieval passage number top-k is 20. In the rerank-
ing training stage, we set the batch size to 20 and
the learning rate to 2e-5. During the generation
stage, we used a batch size of 32 with a learning
rate of 1e-4 and 1e-5 for post-training and fine-
tuning, respectively. For R-drop, we set the dropout
rate to 0.1, and the KL-divergence loss weight α
0.02 (Wu et al., 2021). For post-training, we post-
train the model on English, Chinese, French, and
Vietnamese with a response generation task. Here,
the French and Vietnamese data undergo transla-
tion from the English language. During each train-
ing session, AdamW is utilized as our optimizer
with a 10% linear warmup technique. All experi-
ments are conducted on an NVIDIA A100 GPU.
To select the best model, we separated 200 French
and 200 Vietnamese samples as our validation set.
For testing, we utilize two test sets, referred to as
DevTest and Test, obtained from the Leaderboard
platform, each consisting of 194 dialogues. Since
the Test dataset is not accessible to the public now
and only the Score-all is visible on the leaderboard,
we opted to present only the Score-all result. And
due to the limit on the number of submissions for
the Test dataset and the closure of the leaderboard,
we only have the results of a relatively good perfor-
mance.

4.3 Experimental Results and Analysis
Retrivel Results Table 3 presents the experi-

mental results on the validation set for different

https://modelscope.cn/datasets/DAMO_ConvAI/FrViDoc2Bot
https://modelscope.cn/datasets/DAMO_ConvAI/FrViDoc2Bot


Method
TestDev Test

F1 S-BLEU ROUGE-L Score-all Score-all

Re2G(Baseline) 58.55 42.03 55.83 156.42 -
mBartlarge 67.26 56.94 65.06 189.26 -

+FID 63.54 54.92 62.39 180.85 -
+CP 67.42 57.25 65.39 190.06 -
+CP+Post 69.27 58.39 66.39 194.05 -
+CP+Post+R-drop 69.19 59.13 66.85 195.17 214.46
+IP 68.09 57.56 66.06 191.71 -
+IP+Post 69.95 58.95 67.36 196.26 -
+IP+Post+R-drop 70.25 59.73 68.48 198.46 215.40

Table 2: Results of generation method on Leaderboard of MDGDS. The “+Fid” method denotes the application of
the Fusion-in-Decoder model, while the “+Post” method refers to fine-tuning the model on the post-training model.
“+IP” and “+CP” represent the usage of in-lingual prompts and cross-lingual prompts, respectively. Besides, the
“+R-drop” method utilizes the R-drop technique.

Model R@1 R@5 R@10 R@20

XLM-Rbase 48.75 68.25 76.25 81.25
XLM-Rlarge 55.75 73.25 80.25 88.00
InfoXLMlarge 57.75 76.75 81.75 89.00

+Post 62.25 80.25 85.75 90.50
+Post+DomainCls 64.50 82.50 87.00 91.25

Table 3: Retrieval results on the development set. The
“+Post” method refers to the use of the InfoXLMlarge

multilingual pre-training model, followed by post-
training with Chinese and English languages, and finally
fine-tuning on the target language dataset. “DomainCls”
represents the adoption of topic category optimization
for sentence representations within dialogue records.

multilingual models, with post-training and
domain classification.

In the experimental setup, we evaluated the
capabilities of XLM-Rbase, XLM-Rlarge, and
InfoXLMlarge multilingual models to identify the
most suitable cross-lingual model. Furthermore,
we conducted post-training on the InfoXLMlarge

model using Chinese and English, and then fine-
tuned it on the target language. Moreover, we as-
sessed the effectiveness of optimizing dialogue
content representation using topic category infor-
mation based on the previous two steps.

Experimental results indicate that the perfor-
mance of InfoXLMlarge surpasses that of XLM-
Rlarge. Furthermore, post-training of the pre-
trained model has improved the R@20 score by
1.50. Additionally, introducing domain-specific su-
pervision signals in the representation learning of

Model R@1 R@2 R@3 R@5

XLM-Rbase 80.50 86.25 86.25 94.50
XLM-Rlarge 92.50 97.00 98.25 99.00

+Ensemble 93.75 - - -

Table 4: Reranking results on the development set. The
“+Ensemble” method involves the integration of 10
XLM-Roberta-large models created in the same train-
ing, and subsequently making the final selection through
a voting process to identify the best passages.

dialogue content can enhance the semantic fea-
ture representation, which has improved the R@20
score by 0.75.

Reranking Results Table 4 presents the exper-
imental results on the validation set for different
multilingual models. The results illustrate that em-
ploying a model ensemble in the reranking stage
yields an improvement of 1.25 in R@1 score.

Generation Results Tabel 2 presents the results
of different methods. Our generation methods em-
ploy the passage selected through the best retrieval
and reranking models. Our method outperforms the
baseline by a significant margin. This improvement
can be attributed to both the generative model’s de-
sign and the retrieval of the most relevant passages
by the first two tasks.

To determine which type of prompt is more
effective, we conducted experiments using both
in-lingual and cross-lingual prompts. It is shown
that in-lingual prompts outperform cross-lingual
prompts in all settings. We think that the model’s
ability in various languages is triggered by distinct
language prompts. This makes it easier to recall



knowledge from the pre-training stage using in-
lingual prompts.

To leverage the retrieval of multiple passages
by the first two stages, we conducted an experi-
ment using Fusion-in-Decoder (FiD) (Izacard and
Grave, 2021). The FiD model employs the seq2seq
framework to encode each passage independently
with a query and subsequently decode all the en-
coded features to generate responses. Specifically,
we configured the encoder to accept two passages
as input. The results indicate that the FiD model
does not perform well in our generation task. We
think this is due to the fact that the gold response
is highly relevant to the retrieved passage, whereas
FiD considers the top 2 passages, introducing noise
to the model.

The results indicate that the method of post-
training on datasets of English, Chinese, French,
and Vietnamese followed by fine-tuning on the
target languages, French and Vietnamese, en-
hances the performance a lot. The post-training
method improves the performance of both cross-
lingual prompts and in-lingual prompts consider-
ably, yielding scores of 3.99 and 4.55 respectively.
This suggests that using high-resource languages
to enhance low-resource languages, by leveraging
the similarities between the languages, can be an
effective approach. Additionally, when combined
with R-drop, it further enhances the performance
of cross-lingual prompts and in-lingual prompts
by 1.12 and 2.20, respectively, offering an effec-
tive solution to mitigate the inconsistency between
training and inference.

5 Conclusion

In this paper, we propose a cascaded prompt-
based post-training framework comprising Re-
trieval, Reranking, and Generation three-stage, to
solve the MDGD challenge. To enhance the re-
trieval and generation performance in low-resource
languages such as French and Vietnamese, we
exploit the similarities between these and high-
resource languages such as Chinese and English by
applying post-training techniques. Prompt method
are used to activate model’s ability in a specific lan-
guage and dialogue domain, and in-lingual prompts
show superior results. Furthermore, we employ
DomainCls loss function in retrieval, emsemble
method in Rerank, and R-drop method to attain the
best results in the Dialdoc23 shared task.
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